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Jerry Valerio P

§ Foodie since girth and it shows!

NOVA
DATA SCHOOL

» Side hustles as adjunct
professor and data science
bootcamp instructor.

= Sky-dived (tandem) and also
zip-lined once because YOLO!



Audience

= Basic knowledge of statistics

" Interested in Tableau's statistical capabilities
v' Distribution
v’ Summary

v' Modeling
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Why Visual Analysis?




Anscombe's Quartet

Let's analyze some data ...

I S RN R

X y X y X y X y

10 8.04 10 9.14 10 7.46 8 6.58
8 6.95 8 8.14 8 6.77 8 5.76
13 7.58 13 8.74 13 12.74 8 7.71
9 8.81 9 8.77 9 7.11 8 8.84
11 8.33 11 9.26 11 7.81 8 8.47
14 9.96 14 8.1 14 8.84 8 7.04
6 7.24 6 6.13 6 6.08 8 5.25
4 4.26 4 3.1 4 5.39 19 12.5
12 10.84 12 9.13 12 8.15 8 5.56
7 4.82 7 7.26 7 6.42 8 7.91

5 5.68 5 4.74 5 5.73 8 6.89



Anscombe's Quartet

Let's summarize the data ...

Mean of x in each case 9 (exact)

Variance of x in each case 11 (exact)

Mean of y in each case 7.50 (to 2 decimal places)

Variance of y in each case 4.122 or 4.127 (to 3 decimal places)

Correlation between x and y in each

0.816 (to 3 decimal places)
case

y =3.00 + 0.500x (to 2 and 3 decimal

Linear regression line in each case .
places, respectively)



Anscombe's Quartet

Let's visualize the data ...
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Distribution
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Histograms

Histograms show us the

10 distribution of numerical data
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Histograms

Basic Histogram Cumulative Histogram
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Percentiles

Collaborative Name Percentiles indicate the value below which a
70 100.0% given percentage of the observed data falls.
. 0
63 91.7%
60 83.3% Ex: If a school is in the 66.7t percentile,
their teacher score is better or stronger than
L 99 66.7%
S ' 2/3 of compared schools.
o» 90
%
Qo 45
o 98.3%
S 40
’_

35 41.7%

30 0e %
23 .0_0%

20 Percentile of Teachers Score
SOUTHWEST SIDE B .
COLLABORATIVE 0.0% 100.0%






Box Plots

Traditional Box Plot Tableau Box Plot
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Anatomy of the Tableau Box Plot
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Anatomy of the Tableau Box Plot
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Anatomy of the Tableau Box Plot

$160,000
$140,000
$120,000
$100,000

$80,000

Salary

$60,000
$40,000

$20,000
$0

f

i
1

Age (bin)

|
I
f

40

50

60

$
LN
1/

70

1.5 times the

IQR




Anatomy of the Tableau Box Plot
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Summary Statistics?




Summary Card

Summary

Count:

SUM(Sales)

aum:

Average:

Minimum:
Maximum:

Median:

Standard deviation:
First quartile:

Third quartile:
Skewness:

Excess Kurtosis:

108

$609,206
$5.641
%259
$22171
$4.011
$4.824
$2.180
$7.647
151

217




Summary Card - Skewness

30K 100%
0
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=
w o @
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0K 0%

A measure of the tendenc}r' of ynut data to have extreme values to one side. Positive skewness means the extreme

values are to the right, while negative skewness means the extreme values are to the left.



Summary Card - Kurtosis

A measure of the tendency of your data to have more extreme or outlying values than a normal distribution. A normal

distribution has a kurtosis of 3

8
Q . .
Z 6 Positive Excess
3 4 Kurtosis
0
2
0
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8
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o .
2 4 Kurtosis
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0
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Modeling




What do we mean by Modeling?

Applying mathematical
functions to data in an attempt
to surface hidden insights.

N



Classifying Data

@supervised Classificatih

Similar with respect to several
attributes

 Examples:
« Trend/ Regression Lines
 Forecasts
 K-Means Clustering

Supervised Classification

< >

Similar with respect to a target

« Examples:
* Logistic Regression
 Decision Trees
 Neural Networks
« Random Forest



Trend Lines / Regression Lines



Trend Lines

jii Columns Mumber of Flights
= Rows Minutes of Delay
Linear

12K

100

120 140
MNumber of Flights

160

180

200

220

240

Options
 Linear

* Exponential
* Logarithmic
* Polynomial
 Power




Exponential

Options
P * Linear
 Exponential
* Logarithmic
* Polynomial
 Power

Tech Stocks

’f
-
-
-
-

High = 6.85551e-11%exp(0.000791643*Month of Date)
R-Squared: 0.958693
P-value: <0.0001

-
-
o



Logarithmic

Health Exp/Capita
Life Expectancy

iii Columns

= Rows

Logarithmic

Health Exp/Capita

Options

* Linear

* Exponential
 Logarithmic
* Polynomial
 Power




Polynomial and Power

Polynomial

bo + (b1 xx) + (b2 * x2) ...

Distance

Power

o]
leptuns

ccccc
R-Squared: 0.0250443

Options

* Linear

* Exponential
* Logarithmic
 Polynomial
* Power




Trend Lines (Overview)

Tableau - Superstore [Read-Only]

File Data Worksheet Dashboard

#|le>E8 6"
Data Analytics :

8. Sample - Superstore v

Dimensions P
v B Customer ~
#be Customer Name
abe Segment
v B Order
9 Order Date
#be Order ID
B9 Ship Date
#be  Ship Mode
v & Location
Country
Region
State
City
P,

Measures

B BB e

=4 Days to Ship Actual
=4 Days to Ship Scheduled
4# Discount

# Profit
Profit per Order

=3 Profit Ratio

# Quantity

# Sales
=tbc Sales above Target?
=# Sales Forecast
Sales per Customer
Latitude (generated)
Longitude (generated)
Number of Records

# 0 6 #

#  Measure Values
Parameters

# Base Salary

4# Churn Rate
Commission Rate
New Business Growth
New Quota
Sort by

# # #

abe
B Data Source

16 marks  1row by 1column

B Overview | BB Product

Story Analysis Map

g, - a5 -

Filters

[SN Order Date

Marks
~/ Automatic v
L)
Color Size Label
%0 0 ~
Detail  Tooltip' = Path

SUM of AGG(Profit Ratio): 199.8%

BB Customers

= O X
Format Server Window Help
& g - T, # | Standard  ~ Bal- 7 o = Show Me
iii Columns
Sales Trend

14.0%

L2

]

Il

« nnN
¥ 10.0%
g

o

a

B Shipping

2014Q1 2014Qz2 201403

Performance = Bl Commission Model

Find a line that minimizes the squared values of these distances
- the distance from the actual value in the data set to the trend
line

201404

____________ 2017Q1 2017Q2

Quarter of Order Date

BB Order Details What If Forecast | SalesTrend | [, Hp O}

Forecast

+2-0




Trend Models: Describing the Formula

Describe Trend Maodel , Iﬁ

Trend Lines Model

A linear trend model is computed for surm of Power output (MW) given sum of Wind Speed (m/s). The model may be significant at p <= 0.05,

Model formula: [ Wind 5Speed (m/s) + intercept )
Mumber of modeled observations: 365
Mumber of filtered observations: 0

Model degrees of freedom: 2

Residual degrees of freedom (DF): 363

SSE (sum squared error): 1076

MSE (mean squared error): 2.96419

R-S5quared: 0.956448

Standard error: 1.72168

p-value (significance): < 0.0001

Individual trend lines:
Panes Line Coefficients
Row Column p-value DF |[Term Value StdErr  twvalue p-wvalue
Power output (MW) Wind Speed (m/s) < 00001 363 |Wind 5Speed (m/s) 224418 | 0.025135 89.2853 < 0.0001

intercept -6.45329) 0.20413  -31.6136 < 0.0001

Copy to Clipboard ]




Trend Models: Evaluating Model Fit

Describe Trend Model

Trend Lines Model

Model formula: ([ Wind 5peed (m/s) + intercept )
Mumber of modeled observations: 365
Mumber of filtered observations: 0

Model degrees of freedom: 2
Residual degrees of freedom (DF): 363
SSE (sum squared error): 1076
MSE (mean squared error): 2896419
| R-Squared: 0.956448 |

I_S,Emhul E[ror; 177168
p-value (significance): < 0.0001 |

Individual trend lines:

Panes Line Coefficients

Row Column p-value DF Term Value StdErr

Power output (MW]) Wind Speed (m/s} < 0.0001 363 Wind Speed (m/s) 224418 0.025135
intercept -6.45329 0.20413

Copy to Clipboard ]

t-value
89,2853
-31.6136

A linear trend model is computed for surm of Power output (MW) given sum of Wind Speed (m/s). The model may be significant at p <= 0.05,

p-value
< 0.0001

< 0.0001

Close




Trend Lines

Describe Trend Model

Trend Lines Model

A linear trend model is computed for sum of High given Date Year. The model may be significant at p <= 0.05.

Model formula: { Year of Date + intercept )
Number of modeled observations: 5

Number of filtered observations: 10

Model degrees of freedom: 2
Residual degrees of freedom (DF): 3

S5E (sum squared error): 1.33503e+08

p-value (significance): 0.0006106

Individual trend lines:

Panes Line Coeffidents
Row Column p-value DF Term Value StdErr t-value p-value
High *ear of Date 0.0006106 3  Year of Date 32199.9 2109.53 15.264 0.0006106

intercept -6.406673e+07 4.24437e+06 -15.236 0.000614

Date

Copy

High =32199.9*Year of Date +-6.46673e+07

The R-Squared value shows the ratio of variance in the data, as expla
P-value reports the probability that the equation of the line was a re
more significant the model is. A p-value of 0.05 or less is often cons

R-Squared: 0.987288
P-value: 0.0006106

ined by the model, to the total variance in the data. The

sult of random chance. The smaller the p-value, the
dered sufficient.




orecasting



Forecast Requirements

At least:
* One Dimension -
e One Measure

B0K
55K
50K
45K
o
= 40K
c

- Dimension Requirements *

30K

« Date Field

20K

Or 15K
* Integer Field

G

K

(i)

5K

0K

2012 2013 2014 2015 2016 2017
Month of Ship Date

NOTE: Tableau requires at least five data points in the time series to estimate a trend, and enough data points
for at least two seasons or one season plus five periods to estimate seasonality.



Forecasting Terms

Exponential Smoothing:
more recent values are given
greater weight

Trend
Tendency in the data to increase
or decrease over time

Seasonality

Repeating, predictable variation in
value, such as an annual
fluctuation in temperature relative
to the season.

Granularity

The unit you choose for the date
value is known as the granularity of
the date



Forecasting Models

Multiplicative models can significantly improve forecast quality for data where the trend or
seasonality is affected by the level (magnitude) of the data

Forecast model is additive for

- rend an n. i : T
- Ienciand soms Forecast model is multiplicative

for trend and season.




Forecast Description

Describe Forecast

Summary Models

Options Used to Create Forecasts

Time series: Month of Ship Date
Measures: Sum of Shipping Cost
Forecast forward: 12 months (Jan 2016 - Dec 2016)
Forecast based on: Jan 2012 - Dec 2015
Ignore last: 1 month (Jan 2016)
Seasonal pattern: 12 month cycle

* OK: less error than a naive forecast

e GOOD: less than half as much error as
a naive forecast

* POOR: means that the forecast has more
error.

30K

25K

20K

15K

10K

SK

0K

Sum of Shipping Cost [
Initial Change From Initial Seasonal Effect Contribution
Jan 2016 Jan 2016 - Dec 2016 High Low Trend Season
37.467 + 8717 26,663 Dec 2016 13163 Feb 2016 -8527 ©61% 93.59%

Analysis > Forecast >
Describe Forecast

2012

2013

2014 2015 2016 2017
Month of Ship Date






Clusters

Pages jii Columns River Current MPH
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Detail | | Tooltip| | Shape c (g
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River Current MPH

K-means is a simple algorithm
that tries to minimize the
distance from a center point to all
points in the same cluster.

But first, we need to make a
reasonable estimate of the
number of clusters in our data.

How many clusters should there
be with this visualization?



Clusters

Pages iii Columns

H I 3 — simple enough. We use
A S Calinski’s algorithm to determine

25 Automatic 7 2

Then we use Lloyd’s algorithm to
compute the distances from each
center point in our three clusters
to every point in our data.

Assign each point to the closest
center.

Detai Tooltip| | Shape

=
[}
o
P
w
[=%
]
=%
=]
w
=%
=]
=
w
E
|
o
i

[N S T Repeat until points don’t change
center assignments.



Clusters — Describing the results

Describe Clusters

|

Summary Models

Inputs for Clustering

Variables: Sum of Hours Ice Cream Shop is open per day
Sum of River Current MPH

Level of Detail: Not Aggregated

Scaling: Normalized

Summary Diagnostics

Number of Clusters: 3
Number of Points: 34
Between-group Sum of Squares: 9.8339
Within-group Sum of Squares:  0.068447

Total Sum of Squares: 9.9584
Centers
Clusters Number of Items  Sum of Hours Ice Cream Shop is open per day Sum of River Current MPH
Cluster 1 12 2.3842 ' 0.1175
Cluster 2 11 5.3509 5.0137
Cluster 3 1 7.6891 8.7145
Not Clustered 0

[] show scaled centers

Copy to Clipboard | Learn more about the cluster summary statistics

Close

This shows the inputs to the
clusters. We see our two
variables, we were not

aggregated and scaling was not

adjusted.



Clustering

Grouping a set of objects such
that marks within each cluster
are more similar to one another
than they are to marks in other
clusters




Clustering




Clusters — Saving the results

p T The clustering is done. Three
clusters with default names and

d me colors. Plus, if new data comes

Ro: In the data gets re-clustered and

results may change.

:I
Weight

Drag/drop the clusters pill onto
the Data pane.

O

v SUM(Engin.. 23

v SUM(Hwy ...

City MPG

I’'m going to rename it to Vehicle
Type Clusters. Notice the icon
: FE 8 ®m @ will change.

Engine Size Hwy MPG




Clusters — Fine tuning the saved group

Edit Group [Vehicle Type Clusters]

Field Name: |Vehidle Type Clusters | Rename the groups to
v R R G - | something more meaningful

' Fuel Efficent ~
v @ Middle of the Road (no pun!)
4, Dodge Caravan SE, 20, 2.4, 26, 3,862 e g .
4, Jeep Liberty Sport, 20, 2.4, 24, 3,825 " "
5, Volvo C70 HPT convertible 2dr, 20, 2.3, 26, 3,450
5, Volvo C70 LPT convertible 2dr, 21, 2.4, 28, 3,450

5, Volvo 560 2.5 4dr, 20, 2.5, 27, 3,303 . .
5, Volvo 560 R 4dr, 18, 2.5, 25, 3,571 ¢ Fuel EﬁlClent

5, Volvo 560 T5 4dr, 20, 2.3, 28, 3,766 .

5, Volvo 580 2.5T 4dr, 20, 2.5, 27, 3,691 ° Mlddle Of the Road
5, Velvo XC70, 20, 2.5, 27, 3,823

6, Acura 3.5 RL 4dr, 18, 3.5, 24, 3,880 L GaS G UZZIerS

&, Acura 3.5 RL w/Mavigation 4dr, 15, 3.5, 24, 3,593

&, Acura MDY¥, 17, 3.5, 23, 4,451 "
Group Rename IUngroup Show Add Location
Incude 'Other’ << Find
Find members
Contains b Range: | (All) -

Find All Find Mext

Reset Cancel Apply




Clusters — Fine tuning the save

B €
Data Analytics s

@30 2004 _cars_data
B IceCream

Dimensions
# Cyl

=abc Make

Abc Vehicle

iz Vehicle Type Clusters

Abc Measure Names

Measures
v @ MinMax Scaling A
City MPG Norm
CylNorm
Dealer Cost Norm
Engine Size Norm
HP Norm
Hwy MPG Norm
Len Norm
Retail Price Norm
Weight Norm
Wheel Base Norm
Width Norm
v @& ZScores

$# City MPGZ
= CylZ

R E R R

= & G-

ly - Dm l,_T,\‘ -

Pages i
Filters
Marks
~ All o

28 Automatic -

LY

Color Size Label

000 7 29

Detail = Tooltip| Shape

b Vehicle Type C..
.

) Multiple fields

v SUM(Engin.. 2%
v SUM(Hwy ... s

35 g - T, & |FitWidth v gl - °J Q = ShowMe
= o
Vehicle Type Clusters
Clustered

B Fuel Efficient
B Gas Guzzlers
Middle of the Road (.

o)
@

Weight

4=
[€10)
@

2K (o)

o

o
(o)

O

(o)

City MPG
¥
?

WP

Engine Size Hwy MPG

d group

Now | can remove the ad-
hoc “Clusters” group and
replace it with my saved

group.

Update the colors and |
am done!



Correlation (is not Causation)



Correlation Coefficient

Pearson’s correlation
s coummesisee wemees . coefficient is a measure of

the strength and direction
of the linear relationship
between two variables

100
90

80
70
60
90
40
30
20
10

Avg. Graduation Rate %

0 20 40 60 80 1000 20 40 60 80 1000 20 40 60 80 100

Avg. Freshman on Track = Avg. Freshman on Track = Avg. Freshman on Track
Rate % Rate % Rate %

0.6597 0.0753 0.7775



Correlation computation

Correlation Function:
Built into Tableau
Uses Calculated Fields

CORR( [X

Correlation

, (Y1)

X

All
CORR

CORR
WINDOW_CORR

CORR (exprl, expr2)

Returns the Pearson
correlation coefficient of two
expressions.

Example: CORR([Sales],
[Profit])

f//,%\



Recap & Last Notes




Recap

e Histograms * Trend Lines

* Percentiles * Forecasting

* Box Plots * Clustering

* Control Charts * Correlation Coefficients

O .0 GOO0® AO
893890000 GDO OO



Thank You

Jerry Valerio
gvalerio@tableau.com



